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Abstract

Motivation: DNA microarrays are a well known and established technology in biological and pharmaceutical research providing a wealth of information essential for understanding biological processes and aiding drug development. Protein microarrays are quickly emerging as a follow up technology, which will also begin to experience rapid growth as the challenges in protein to spot methodologies are overcome. Like DNA microarrays, their protein counterparts produce large amounts of data that must be suitably analyzed in order to yield meaningful information that should eventually lead to novel drug targets and biomarkers. Although the statistical management of DNA microarray data has been well described, there is no available report which offers a successful consolidated approach to the analysis of high throughput protein microarray data. We describe the novel application of a statistical methodology to analyze the data from an immune response profiling assay using human protein microarray with over 5000 proteins on each chip.

Introduction

Protein microarray technology is opening a new frontier in the profiling of protein expression. With this rapidly evolving technology, the expression patterns of thousands of proteins can be monitored in high throughput with the objective of selecting a small subset of proteins that are most relevant to the situation under study. This subset could be characterized further as potential biomarkers and targets. As such, it is expected that this technology will create a fascinating new horizon in diagnostic, prognostic and disease progression monitoring. In addition, it allows researchers to study protein functions at various levels and small molecule characterization in terms of efficacy, safety and selectivity, as well as antibody and immune system profiling.

Since the successful demonstration of the first proteome microarray based on yeast (Zhu et al. 2001), many difficulties related to arraying proteins have been recognized (Kusnezow and Hoheisel, 2002). Many of the difficulties in production, isolation and spotting were addressed through the use of bacterial and yeast expression vectors, mass spectrometry techniques and contact printing, respectively (reviewed by Bertone and Snyder, 2005). There has been a rapid evolution in application of these developments to human proteins resulting in arrays, which have been used both alone and in conjunction with other discovery techniques to develop biomarkers and novel targets (Ilyin et al., 2004; Lou et al., 2006).

As with DNA microarray technologies, the large amount of data generated by protein microarrays requires careful handling and appropriate analysis. The result of a data analysis is largely dependent on the quality of the data available but the analysis itself is instrumental in either correctly directing or misleading scientists in their research. Incorrect conclusions can extend the duration of projects, frustrate and further swell already stretched budgets. Every effort must be made to employ the best knowledge and experience to appropriately analyze and deliver correct conclusions. Although studies involving protein microarrays are new for expressionnal
experimentation, the microarray application of ligand binding is now reaching maturity with respect to the hardware advances and statistical methodologies employed in DNA applications (Amaratunga and Cabrera (2004) provide an extensive review of statistical analysis methodologies for DNA microarrays and also discusses early protein microarrays; Saundaresah et al (2006) discuss data analysis from small antigen protein microarray). Publications, studies and seminars on the subject provide an edge when approaching data generated by protein microarrays and the purpose of this paper is to describe a comprehensive set of statistical methods to apply to accurately analyze protein microarray data. To that end, we describe a successful adaptation of several DNA microarray statistical methodologies to this technology to select a small subset of possible protein targets, which have subsequently become the subject of further assay validation.

**Methods**

**Protein Microarray Experiment**

The data analysis methodology we outline in this paper was applied to a human protein microarray experiment. The purpose of the experiment was to identify proteins that are recognized by antibodies present in human serum with the intention to identify autoantibodies. An autoantibody is an antibody that reacts with proteins of the individual in which it was produced, which may lead to conditions called autoimmune diseases. The hallmarks of these autoimmune diseases are high levels of specific antibodies directed to a particular target protein, Nielen (2004). Reduction of the level of the target protein or disregulation of the target protein by the antibody results in pathogenesis of the disease as shown in diabetes where antibodies are formed to insulin and insulin producing cells inhibiting the ability to adequately monitor glucose levels in the system resulting in disease (Itoh 1989). It was discovered that measuring the levels of autoantibodies to insulin or insulin producing islet cells could be predictive of the onset of diabetes in children (Pietropaolo 2005).

Recently this type of serum biomarker has been extended to diseases not classically defined as autoimmune diseases. Detection of disease-related antibodies and autoantibodies may be used as biomarkers to predict disease and disease progression of other types of disease. Circulating IL-8 and anti-IL-8 antibody have been shown to be elevated in the sera of patients with ovarian cancer as compared with healthy controls and have therefore been proposed as potential biomarkers for ovarian cancer (Lokshin 2006). In addition, the presence of specific antibodies in the blood may be used as predictors of inflammatory bowel disease (Israeli 2005). Two of the most common antibodies found in the sera of patients with Crohn's disease and Ulcerative Colitis are anti-Saccharomyces cerevisiae mannan antibodies (ASCA) in Crohn’s disease and perinuclear antineutrophil cytoplasm antibodies (pANCA) in ulcerative colitis. It is hoped that the detection of ASCA and pANCA may serve to predict the development of inflammatory bowel disease years in advance of clinical diagnosis of the disease (Israeli 2005). Interestingly, it was hypothesized that even Alzheimer’s disease may be a form of an autoimmune disease, as the presence of Ig-positive neurons in brain tissues has been reported (D’Andrea, 2003; 2005a; 2005b).

In a related experiment, we examined a set of five normal serums and two sets of diseased serums, corresponding to two autoimmune diseases, to give a total of 20 serum samples. Using commercially available protein microarrays, serum antibodies from the normal and diseased patients were applied to interact with the proteins fixed on the array. Because the identity of each protein on the array is known, the autoantibodies present in the disease (or control) serum can be identified based on the proteins with which they interact. Our goal is to find autoantibodies that would form the basis for diagnostic, prognostic and disease progression biomarkers for the two human disease states. These potential biomarkers may be used separately to distinguish diseased from normal individuals or in a panel of several biomarkers to strengthen the decision making process.
Human protein microarray chip used in this experiment is Invitrogen high throughput device with 5056 proteins immobilized using hydrophobic surfaces. The proteins are expressed as N-terminal glutathione S-transferase (GST) fusion proteins, purified and double spotted within distinct subarrays with a number of assay specific positive controls and a set of negative controls included for quality assessment purposes. The proteins are mounted on nitrocellulose-coated glass slides, the serum and subsequent secondary fluorescent-labeled antibody were added, washed, dried and then scanned (Figure 1). The measurement of the fluorescence signal was corrected by the background signal, which is measured at a radius a small distance away from the circular feature.

**Implementation**

**Data Processing**

Since proteins do not express but either bind or not, the ideal measured signal should be in a form of binary sequence which then could be used for the separation of active entities. Separation of responders from non-responders in microarray experiments is a difficult task since microarrays are inherently noisy devices. In particular the immobilization techniques used here make the microarray prone to suffer from auto-fluorescence and unspecific binding. The result is that the signal spans continuum rather than resembling dichotomes sequence. This is further compounded by the small number of samples available for investigation, which is usually the case in most early research and development situations. Based on lessons learned from the analysis of DNA microarrays, we take a consolidated approach that, for DNA microarrays, has performed well in selecting genes with high validation rates (Amaratunga and Cabrera, 2004). The essence of the analysis is to pull all the arrays together using normalization and variance stabilizing transformation and to thereby enable the application of a variety of statistical tests and data mining methodologies. The complete approach consists of four steps:

1. **Step 1**: A preprocessing step to suitably transform, normalize and quality check the data.
2. **Step 2**: A proof of concept step to verify that the purported differences among the distinct groups is indeed observable in the data.
3. **Step 3**: A feature detection step to identify the proteins and signatures associated with the differences among groups.
4. **Step 4**: A validation step to corroborate the features identified.

We will now describe this approach using the following notation: \( X_{ij} \) denotes the spot intensity corresponding to the \( i \)th protein on the \( j \)th array.

**The preprocessing step**

The first step is normalization, which is used to reduce disparities between arrays caused by technical effects such as scanner and operator effects. To apply normalization, a mock reference array \( \{M_i\} \) is created by taking the median across arrays: \( M_i = \text{median}_j(X_{ij}) \). All arrays are normalized to this reference array using quantile normalization, whose objective is to make the distributions of the transformed spot intensities, \( \{X_{ij}\} \), as similar as possible across the microarrays. To normalize the \( j \)th array to the reference array, sort the values of each of the arrays and use linear interpolation to predict the reference array value from the value on the array being normalized. The quantile normalized arrays should all have a distribution identical to the distribution of the mock reference array, unless there are ties that could cause small discrepancies.

Next the data are transformed to reduce the skewness in the data and the heterogeneity of variances across proteins. Although the log transformation is the most commonly used transformation for microarray data, we used a variant, a started log transformation: \( Y_{ij} = \log(X_{ij} + c) \)
as suggested by Rocke and Durbin (2002) as it is more effective at achieving our objectives and remains reasonably interpretable. The value $c$ was chosen to optimize a criterion that is a composite of three measures: the average skewness across proteins, the correlation between protein mean and protein variance and the coefficient of variation across proteins. Scatterplots and boxplots of the data before transformation and normalization (Figure 2) and after transformation and normalization (Figure 3) show considerable improvement. A plot of protein means versus their standard deviations with lowess fit shows reasonably low correlation between the two (Figure 4). Thus, the normalized and log transformed data has satisfied distributional assumptions for hypothesis testing and has enabled direct comparison of protein profiles.

As a quality check, Spearman correlations were calculated between each pair of arrays. This, in combination with a boxplot of the negative controls (Figure 5), identified one outlier array, which was eliminated from further analysis. The remaining analyses are all carried out on this reduced normalized and transformed data matrix.

Proof of concept

The next step is to verify that the purported differences among the groups are indeed observable in the data. This is readily done via a spectral map. A spectral map, a variant of Gabriel’s (1971) biplot, is a graph that displays markers for both proteins and biological samples, the markers being calculated from a weighted singular value decomposition of the data matrix $\{Y_{ij}\}$ as described by Lewi (1976) in a chemometrics setting and by Wouters et al (2003) for DNA microarrays. Figure 6 shows a spectral map of the protein array data, the circles are a sort of principal components display of the proteins, while the squares are a sort of principal components display of the samples. The separation of the diseased and normal samples is clearly evident. The normal samples are clustered around the center of the map, while the two sets of diseased samples appear at the opposite ends of the map. Thus this graph shows that the separation of these three groups is indeed the dominant signal in the data.

Identifying statistically significant proteins

For each protein, it is necessary to carry out a statistical test. The choice of test depends on the experimental design. In our case, since the objective is to examine any protein that has a significant pairwise difference between the three treatment groups (i.e., the control group and the two disease groups), we carried out a Tukey’s studentized range test (Tukey, 1951, 1953) at $\alpha=0.01$. This identified 277 proteins. The positive False Discovery Rate of this selection (Storey and Tibshirani, 2003) was estimated to be 19.6%.

Identifying significant protein combinations

A protein-by-protein analysis by definition precludes identifying groups of proteins that in combination may be more predictive than any individual protein. A number of multivariate
analysis approaches may be used to find such proteins. We used two methods that have a proven track record in the analysis of DNA microarray data: (1) random forest and (2) spectral map analysis.

(1) Application of random forest (Breiman 2001) has been found to give consistently good performance in classification and gene importance selection in the analysis of DNA microarray data (Lee et al 2005, Diaz-Uriarte and de Andres, 2006). In random forest classification, partitioning trees are built by successively splitting the samples according to a measure of impurity at a given node until terminal nodes are as homogenous as possible. The measure of impurity is usually determined by either entropy or the Gini index of diversity. The consequence of a small number of samples and a large number of expressions leads to the possibility of a non-unique solution due to many expressions leading to the same splits. Hence forests consisting of many trees, typically in excess of a thousand, are built. The 19 protein array samples were used in the supervised mode to build a classification model and the Gini index based importance measure was used for protein selection. Variable selection from random forests (Diaz-Uriarte and de Andres,2006) eliminated a large number of proteins to optimize the out-of-bag (OOB) error rates (Figure 7). In the end, 49 proteins were identified, 21 of which overlap with the proteins identified by Tukey Hypothesis testing.

(2) Spectral map analysis was already mentioned at the proof of concept stage described earlier. An additional advantage of a spectral map lies in its special ability to elicit correlations between the proteins and the separation of the biological samples. Thus the proteins located at the edges of the map and away from the center are noted as being the most highly associated with disease discrimination. In our study, 0.5% of most distal proteins were selected for further investigation. These proteins are shown in red in Figure 6. Only 10% of these were identified by Tukey Hypothesis testing.

The low degree of overlap is not particularly surprising as it is possible that a set of proteins may only be modestly differentially expressed across groups but may act in concert to separate them. Such sets of proteins would not be identified by an individual protein analysis but would be identified by a multi-protein analysis.

Validation of features identified

The collection of proteins identified by the above analyses were examined by the scientists for known biological relevance. Several of the proteins identified were known to be relevant for the diseases under investigation. A small subset was selected for further study. These proteins would be further examined by a second assay system. This would be best performed by an ELISA assay to determine levels of antibody to each of the specific antigens. An alternative approach would be analysis by western and immunohistochemistry. These protein analysis methods would provide valuable feedback as to the levels and distribution of the antigen proteins and would help us determine our interest in the associated specific antibody levels.

CONCLUSIONS

We have described a systematic approach for analyzing protein microarray data. The approach is consistent with the approach we use for analyzing data from routine DNA microarray experiments. One advantage of the consolidation is that software and data analysis systems developed for DNA microarray experiments can be gainfully employed for protein microarrays as well (see Prouty(2004) for a description of a microarray data analysis system that integrates the data analysis power of R with the data visualization power of Spotfire).

Our approach consists of a precise series of steps. In the preprocessing step, the use of normalization, data transformation and data quality assessment reduces disparities among arrays enabling subsequent application of analysis methods across all arrays simultaneously. In the
second step, spectral maps are used as an unsupervised classification tool to demonstrate the existence of a dominant signal that clearly separates the different groups. Any clusters of proteins associated with the separation are noted. In a supervised classification step, proteins associated with the separation of groups are identified. Finally, individual protein-by-protein analysis gives further insight into differentially expressed entities. Based on these findings, a small number of proteins can be identified for further study by specific secondary assays that are more accurate and precise.

Even though the individual statistical methodologies described here have been used to process and analyze data generated by DNA microarrays, they have not been reportedly applied to process proteomic data. These statistical methods are known to produce valuable clues in search for meaningful data features that could advance to novel targets and biomarkers. In fact, very little is known about a reliable statistical scheme to manage protein array data allowing the proteins that vary in response to the particular condition under study to be properly identified. While other methods based around non-consolidated approaches may leave protein array data unusable or misleading (as was our recent experience!), the approach we have demonstrated using DNA microarray analysis techniques applied to the analysis of protein microarray data, can yield much greater value. This multipronged approach also allows analysis of protein clusters rather than single proteins. This is advantageous in that panels of protein biomarkers have proved to be more useful in the diagnosis of disease states than single proteins, Xiao (2005). Abundant information is available about the individual proteins but this does not provide us with the integrated understanding of biological systems. By studying many proteins simultaneously, as we make it possible by identifying clusters of proteins, we can study interactions to understand complex organisms better.

In general, the possibility of converging the data analysis tools for both, DNA and protein microarrays, offers an exciting prospect for biology and statistics research into future identification and development of disease biomarkers using protein microarrays. These methods provide added value to the analysis of the data in identifying important individual proteins and in the development of panels of biomarkers and provide enough information to continue to validate the data in other biological assays.

Software

All analyses were performed using the R software platform which can be freely downloaded from CRAN, the Comprehensive R Archive Network (http://cran.r-project.org/), with the use of the DNAMR library modules available at http://www.rri.rutgers.edu/~cabrera/DNAMR/. The spectral map software is available at http://alpha.luc.ac.be/~lucp1456/ while the random forest software is available as a CRAN library.
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Figure 1. Experimental protocol involves application of serum sample to the surface of protein microarray with fixed proteins. In the next step fluorescence is added and after washing and drying, scanning takes place.
Figure 2. Pairs and Boxplot of raw data for a subset of samples
Figure 3. Pairs and Boxplot of normalized and started log transformed data
Figure 4. Standard Deviation versus Mean of normalized and log transformed samples. Lowess smoothing line shown in red, remains largely horizontal indicating low correlation.
Figure 5. Negative control raw values of 20 chips in the experiment. The outlier chip S9 is clearly visible.
Figure 6. Spectral Map showing biological samples as squares and proteins as circles. Normal (blue), Disease1 (green), Disease2 (magenta), Proteins (orange). Proteins shown in red correspond to the most distal proteins.
Figure 7 Protein selection to minimize OOB error rates. The procedure calculates OOB error rates for consecutively shrinking set of proteins. The set of proteins corresponding to the lowest OOB is the optimum set.  
a) Error rates with total number of proteins.  
b) Error rates with reduced set of proteins.